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This paper proposes a set of principles and methodologies for the crosslinguistic
investigation of grammatical complexity and applies them to the in-depth study of one
grammatical domain, gender. The complexity of gender is modeled on the basis of
crosslinguistically documented properties of gender systems and by taking into
consideration interactions between gender and two other grammatical domains: nominal
number and evaluative morphology. The study proposes a complexity metric for gender that
consists of six features: “Gender values”, “Assignment rules”, “Number of indexation
(agreement) domains”, “Cumulative exponence of gender and number”, “Manipulation of
gender assignment triggered by number/countability”, and “Manipulation of gender
assignment triggered by size”. The metric is tested on a sample of 84 African languages,
organized in subsamples of genealogically related languages. The results of the investigation
show that: (1) the gender systems of the sampled languages lean towards high complexity
scores, (2) languages with purely semantic gender assignment tend to lack pervasive gender
indexation; (3) languages with a high number of gender distinctions tend to exhibit
pervasive gender indexation; (4) some of the uses of manipulable gender assignment are
only attested in languages with a high number of gender distinctions and/or pervasive
indexation. With respect to the distribution of the gender complexity scores, the results
show that genealogically related languages tend to have the same or similar gender
complexity scores. Languages that display exceedingly low or high gender complexity scores
when compared with closely related languages exhibit distinctive sociolinguistic profiles
(contact, bi- or multilingualism). The implications of these findings for the typology of gender
systems and the crosslinguistic study of grammatical complexity and its distribution are
discussed.

1. Intr oduction

Investigatingthe complexity of individual grammaticaldomainsfrom a crosslinguistic
perspectives still a novel researchareawithin languagetypology. This paperfocuseson
the empirical study of grammatical complexity and proposesa set of principles and
methodologies that can be operationalized to explore linguistic complexity
crosslinguistically- The paper takes inspiration from the suggestionamade by Miestamo
(2006b,2008) on the typological study of grammaticacomplexity. Accordingto Miestamo,
complexity metrics suitable for typological purposesshould not aim to assessthe

The study presentedn this paperis basedon chapter7 of my doctoraldissertation(Di Garbo2014). The
following change$iavebeenmade:thetheoreticalissumption®ehindthe samplingmethodologyarenow better
clarified; thedefinitionsof thethreeprinciplesthatl useasguidelinesfor modelinggrammaticalcomplexity have
beenimproved;aspectof the codingdesignandof the analysisof the datahavebeenrevised.Finally, the text
has beencompletey rewritten. This researchhas beenfinancially supportedby Stockholm University and,
later on, by the WennerGren Foundationspostdoctoralmobility grant for the project: OGendersystems,
grammatical complexity and stability: A crosslinguistic study of languagepairsO.l wish to thank Jemy
Audring, GstenDahl, Maria KoptjevskajaTamm,Matti Miestamo,Mikael Parkvall, Ljuba Veselirova, Bernhard
Waélchli, for readingandcommentingon previousversionsof thiswork, andRaph& Domange,ThomasHerberg
and Robert...stlingfor assistancevith statisticalanalysis.| am also gratefulto two anonymouseviewersfor
their constructive commentsand to the editor of Linguistic Discovery, Lindsay Whaley, for assistance
throughouthepublicationprocessRemainimg errorsandshortcomingsremine.
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grammaticalcomplexity of languagesn their entirety(global complexity), but ratherfocus
on specificdomainsof grammar(e.g. functionaldomains)asencodedacrosdanguagesand
attemptto characterizeOthecrosslinguistic variety in the complexity of each functional
domainandthe interactiondetweerdomains@R006b)(local complexity).

The grammaticaldomainthat | investigatein this paperis grammaticalgerder. Gender
is a typeof nominalclassificationdevice(in the sensef Aikhenvald 2003)thatis commonly
associatedwith high degreesof complexity, inasmuch as it presupposesnflectional
morphology (agreementand rather opaquegrammaticalization path@Corbett 1991; Dahl
2004; Nichols 1992). In this study, | attemptto model the complexity of gender by
identifying a set of dimensionsthat characteize gendersystemscrosslinguisticallyand by
takinginto considerationnteractionsandpossibleasymmetriebetweergenderandtwo other
nominal grammaticaldomains,numberand evaluativemorphology. The paperproposesa
complexitymetricfor gerder. This metricis thentestedon a sampleof 84 African languages.
The aim of the paperis to investigatewhethercrosslinguisticvariationin the typesof gender
systemsattestedn the samplelanguagess tied to certainlevelsof complexty, and why this
might be the case. In addition, by exploring gender complexity within and across
genealogicalgroupings,the study aims to investigateto which extentthe complexity of
genderb a morphosyntactideaturethat is usually conceivedof asvery stablein the history
of languagdamiliesDis conservativeacrossrelatedlanguagesndunderwhich conditionsit
is subjectto decreas®r increaseThe papers structuredasfollows. In section2, | definethe
notion of grammaticalcomplexity that I work with. In section3, | introducegenderas a
grammatical domain and consider possible dimensionsfor the assessmenotf gender
complexty. The methodologyfollowed in the study is illustratedin section4: section4.1
providesanoutline of the samplingproceduresectiond.2 presentshe complexity metricand
sectiond.3illustratesthe methodusedto computecomplexityscoredor the gendersystemsf
the sampledlanguages.The resultsare presentedn section5 and discussedn section6,
beforel providesomeconcludingremarksin section?.

2. Defining grammatical complexity

The ideathat all languagesare equally complexis known in the literature as the equi-
complexity hypothesis andis basedon the assumptiorthat, eventhoughindividual languages
may exhibit differentlevelsof complexityin differentdomainsof theirgrammarscomplexity
in onedomainis compensatedly simplicity in anotherdomain (complexity trade-offs). The
equicomplexity hypothesishas long been maintainedasa truism within linguistic research
(for an overview, see McWhorter 2001; Kusters 2003). During the past fifteen years,
however, starting from the comparativestudy ofgrammatical complexityn creole anchon
creole languageby McWhorter (2001),a whole body of research{see,amongothers,Dahl
2004;Kusters2003; Miestamo2006b;Miestamoet al. 2008; Sinnenaki 2011)hassuggested
that theequicomplexity hypothesigs difficult to test empiricallyand that,whentested(e.g.,
by McWhorter2001), it is actually problematicto maintain. In a nutshell, thisresearchhas
shownthat Otherds no principledreasonwhy all languageshouldbe equalin their overall
complexityor why complexityin onegrammaticalareashouldbe compensatetly simplicity
in another@Miestamo2006b). Oncewe acknowledgethat humanlanguagesnay differ in
complexity? and that these differencesare worth exploring for a multifaceted array of
purposegtypological,sociolinguistic historical,etc.),threemajorchallengegollow: (1) how

2 For the sakeof clarity, the notion of linguistic complexitythat| work with in this paperis in noway relatedto
any type of judgmentabouthow expressivea given languages. Showingthatthe grammar(or aspectof the
grammar)of alanguages (are)simplerthanthat (those)of otherlanguagedy no meansmpliesthattheformer
languages lessefficient Bfrom thepoint of view of communicatio®or moreprimitive thanthelatter.
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to define complexity; (2) how big a scopea complexity metric should have for it to be
meaningful,and (3) which principlesmight help to assessomgexity differencesin one or
severaldomainsof grammar. The threeissuesare discussedn section2.1,section2.2,and
section2.3,respectively.

2.1 Absolute andrelative complexity

Thereexisttwo mainapproacheso the studyof linguistic complexity,the relative andthe
absolute approach(Miestamo2008). The relative approach(also known as user-oriented
approach) focuseson the costs and difficulties in languagelearning and processing.The
absoluteapproach(also known as theory-oriented approach) ratherviews complexityasan
objectivepropertyof languagesWithin the absoluteapproach,complexity can be assessed
by measuringthe number of distinctions within a system/grammaticatiomain, and the
lengthof its description.

Both approachefavebeenused,and arguedfor, in typologically orientedliteratureon
grammatical complexity. Kusters (2003), for instance,defines complexity in terms of
difficulty. In his work on the typology of verbal inflection, Kusters examinesfour
genealogicallyunrelatedsets of closelyrelatedlanguagesindinvestigateshow, within each
set languagediffer in the complexity of verbalinflection andwhat type of sociolinguistic
and sociohistoricalfactorsmay accountfor thesedifferences.His definition of complexity
is basedon the difficulties B as documentedn the psycholinguisticliterature on second
languageacquisitionb that adults incur whetearning anew language.Accordingto this
definition, languagesthat are more Oadapted® the presenceof L2 learners (exoteric
languagesfollowing theterminologyproposedy Lupyan& Dale2010)arelesscomplexthan
languageghat, throughouttheir history, havenot beenexposedpr not to the sameextent, to
the presenceof adult learners(esoteric languagespasedon Lupyan & Dale 2010). This
definition of complexity/dificulty fits well the scopeof Kusters(2003) study, which is to
investigatethe effecs of multilingualism, asymmetrical bilingualism and adult language
contacton languagestructures However,asMiestamo(2006b)rightly pointsout, L2 learners
represenbnly onetype of languageusers.In addition,adult, postcritical thresholdlanguage
contactis only one type of contactscenarioin the history of a speechcommunity? It
follows that a definition of complexity/dificulty thatis targetedto one categoryof language
usersonly might not beinclusive enough if our aim is tduild a more geeral model of
linguistic complexity. Finally, given our still limited knowledgeof the cognitive processes
behindlanguagedearningand usage,we do not haveenoughevidenceto model the whole
rangeof difficulties and coststhat both L1 and L2 speakersand listenersexperiencevhen
usinglanguage.Thus,basedon our currentstateof knowledge the absolute approacillows
for a more generabbjective,definition of the notion of complexity. This is in turn essential
for the sake of crosslinguistic compaison. In addition, the absolute approach to
grammaticalcomplexityis the one that is more easily connectablewith how complexity is
approachedby other disciplines (e.g., philosophy, information theory) and thus Oopens
possibilitiesfor interdisciplinaryresearch@Viestamo2008: 27). Advocatesof the absolute
approachto the typologicalstudy of grammaticalcomplexityare,amongothers,McWhorter
(2001); Dahl (2004); Miestamo (2006b, 2008); Nichols (2009); Sinnemeki (2011). The
absoluteapproachis followed in this pape. Accordingly, | usethe term complexity to refer

8 Thelanguage®f eachsetaretakenfrom thefollowing groupings:Bantu,GermanicQuechuanSemitic.

4 Studiesof languagecontacthave shown that while shortterm languagecontactbetweenadult learnersis
likely to lead to simplification, long-term languagecontact that is characteeed by pre-critical threshold
multilingualism (i.e.,child multilingualism)is likely to lead tocomplexification. For a generabverview, see
Trudgill (2011:chapter).
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to absolute complexity andthe term difficulty to referto relative complexity.

2.2 Global vs. local complexity

Oneissuethat hasbeenat the centerof the recentdebateon grammaticalconmplexity is
how big a scopea complexitymetric shouldhavefor it to be meaningful. McWhorter(2001)
elaboratesa complexity metric that aimsto measureoverall differencesin the grammatical
complexity of creole and non-creole languages. The metric captures phonological,
morphological,syntacticand semanticpatternsthat involve varioustypesof redundancy(in
termsof numberof overt distinctions andamountof rules) and thus qualify a languageas
more complexthananother.Two languagesareinvestigatedn the first part of the study,the
highly inflectional languageT sez(Nakh-Daghestanianandthe creolelanguageSaramaccan.
The metric individuates clearcut complexity differences between the two languages:
Sarammaccansystematically qualifies as simpler than Tsez with respectto all the
parametersinderinvestigation.In the secondpartof the study,the samecomplexity metricis
usedto compareSaramaccamnwith an noncreole analytic language,Lahu (Sino Tibetan),
basedon the hypothesisthat Othecomplexity difference between creoles and analytic
languagesvould be lessthanthatbetweerthemandinflected languages@McWhorter 2001.:
143). Neverthelessthe comparisorrevealsconplexity differencesbetweenSaramaccaand
Lahu that are similar to thosefound for Tsezand SaramaccanTheseresultswould seemto
confirm McWhorterOlypothesiswvherebythe grammarof creolelanguagess systematically
simplerthanthat of non-creolelanguages.The questionhoweverremainswhethera metric
of this type could be effectively usedto capturecomplexity differenceq1) betweena higher
number of languagesthan those consideredin McWhorterOsstudy, and (2) basedon a
samplingprocedurethat is independenof the creole/norcreole dichotomy. Developinga
metricthatwould satisfytheseconditionsandwould allow usto computethetotal complexity
of alanguagen typologicallymeaningfulways is ultimately a massive,dauntingtask (see
also discussionin Miestamo2006b,2008; Nichols 2009).In addition, evenif, assuggested
by Nichols (2009: 111), onewould be able Ob draw a representativesampleof complexity
in enough different grammaticaldomains, relatively easy to survey, to give a reliable
indication of whetheroverall complexity doesor doesnot varyO,t would be still very hard
(and probably evenimpossible)to establishthe mutual comparabilitybetweenthe criteria
usedin the metric. In other words, it would be extremelydifficult to decidewhether,for
instance, the number of tense distinctions, phonemes,or gender distinctions that are
grammaticalizedn a given languagecontributein the sameway to the total complexity of
that language Miestamo (2006b, 2008) refersto this as the problem of comparability and
suggeeststhat in view of this difficulty, the crosslinguisticstudyof grammaticalcomplexity
shouldbe basednindividual areasof grammar,suchas functional domains, ratherthanon
grammarsn their entirety, and thus havea local ratherthan global scope.In this paper,|
follow this suggestiorandinvestigatethe complexity of onegrammaticaldomain,gerder.In
addition, basedon Dahl (2011), | arguethat in orderto be maximally local, complexty
metricsshouldbe basedon ceteribus paribus comparisons, thatis on statementsf thetype:
OEverythinglsebeingequal X is morecomplexthanYO

2.3 Complexity principles

In this study, | suggestthat, within an absoluteand local approachto grammatical
complexity (seesection2.1 and 2.2), three principles can be usedas generalguidelinesto
define the variables of a complexity metric: the Principle of Fewer Distinctions, the
Principle of One-Meaning—One-Form and the Principle of Independence. The first two
principlesare well establishedn the literatureon grammaticakcomplexity (for an overview,
seeMiestamo2008). The third principle, the Principle of Independencewas introducedby
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Di Garbo(2014)to accountfor interactionsbetweenfunctionaldomainsand complexity. In
thefollowing, | outline my definitionsof thethreeprinciples:

*The Principle of Fewer Distinctions (proposedby Miestamo2006a,2008 and also
knownas Principle of Economy, seee.g.,Kusters2003) Everythingelsebeingequal,a
grammaticalomainwith » distinctionsis lesscomplexthanonewith n+1 distinctions.

*The Principle of One-Meaning—One-Form (well establishedin the literature on
theoretical morphology and linguistic complexity, also known as the Principle of
Transparency, see,for instance,Kusters2003) (a) Everything else being equala
grammaticalmeaning withn forms is lesscomplex than one with n+1 forms; (b)
Everythingelsebeingequal,a grammaticaform with » meaningss lesscomplexthan
onewith n+1 meanings.

«The Principle of Independence (introducedby Di Garbo2014)° Everythingelse being
equal, a grammatical domain that is independent of semantic and functional
propertiesof other domainsis less complex than a grammaticaldomain that is
dependent on n or n+I semanticand functional propertes of other grammatical
domains.

The Principle of Fewer Distinctions is concernedwith the type and number of
grammaticalmeaningsthat a languageexpressesithin a given domain of granmar. For
instance ptherthingsbeing equal,a languagewith morethan five genders(e.g., Swahili) is
more complexin this respect than a language with three gendalg (e.g.,German).The
Principleof OneMeaning@OneForm hasto do with the type of encodingof a grammatical
meaningwithin a given domainof grammar.The Principleof OneMeaning@OneFormcan
beoperationalizedh two ways,dependingon whether weconsiderthe mappingbetweerform
and meaningor, vice versa,the mapping betweenmeaningand form. In addition, as
suggestedby Miestamo(2008: 33), the relationship betweenform and meaningcan be
investigatedooth at the paradigmati@and syntagmatidevel. For instancewith respecto the
encoding of standardnegation, Italian, whose standardnegatoris non, is, other things
being equal, less complex than French, which typically uses a discontinuousmarker,
ne...pas, to signal standarchegation. Or, similarly, other things beingequal, Turkish is
simplerthan Germanwith respecto the type of exponencef caseandnumber.In Turkish,
the two grammaticaimeaningsare encodedseparatelffone form for each meaningyhereas
in German,number and casare encodedumulatively (one markerfor severalmeaningsf.
Both theseviolationsof thePrincipleof OneMeaning@One Formoperateon the syntagmatic
level. On the other hand, phenomenasuch as allomorphy and syncretismrepresenta
violation of the Principle of OneMeanind@OneForm at the paradigmatidevel. Finally, the
Principleof Independencmodelsnteractiondbetweerdomainsandtheireffecton complexity.
For instancea languagein which genderassignments dependenbn evaluativemeaningsd

® The questionof how to modelinteractionshetweendomainshasalreadybeenapproachedn the literatureon
linguistic complexity.Dahl (2004:46-50), for instance useshenotionof choice structure to explaintheselection
of thevalueof agrammaticatategory(e.g.,case)asedon the syntacticcontextor the speectsituationin which
it occurs.This issueis alsoapproachedavithin the frameworkof CanonicalTypology (see for instance Corbett
2012:158).

® with respecto numberof casedistinctions,andbasednthePrincipleof FewerDistinctions,thecasesystemof
Turkish would, of course,rank higherin complexity thanthe casesystemof German.This exampleis a clear
illustration of the factthat,aspointedoutin section2.2, complexityevaluationsanonly havea local ratherthan
globalscope.
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if, e.g.,masculinenounscanbe shiftedto the femininegendemwhena diminutive meaningis
encodedasin theBerberlanguageKabyle)Dis morecomplexin this respecthanalanguage
in which genderassignmentannot be manipulatedfor suchpurposegasin the Romance
languagdtalian).

In the remainderof this paper,the Principle of FewerDistinctions,the Principle of One
MeanindOne Form andthe Principleof Independencwill be operationalizedn designinga
complexitymetricfor grammaticabender.

3. Grammatical gender and dimensions of gender complexity

3.1 Gender as a grammatical domain

In this paper, | follow the most widely acepted definition of gender within the
typologicalliterature(Corbett1991;Hockett1958). Thusl definegenderasatype of nominal
classificationstrategythat mustbe refleded beyondnouns,via agreemenpatterns(Di Garbo
2014: 3). Under this definition | include both systemsof the Bantu type (large number of
genders)and systemsof the Romancetype (small numberof genders).Following Croft
(2001, 2003, 2013), however, | refer to agreementpatterrs as indexation patterns.
Accordingly, | define the entities whose inflectional morphology signals gender (e.g.,
pronouns,adjectives,verbs) as gender indexes (Or gender indexing targets) andthe entities
thattriggera given gendeiindexationpattern(i.e.,nouns pronounsnpounphraseeferentsas
indexation triggers. In CorbettO£1991) terminology, indexesand indexation triggers are
referredto as agreement targets and controllers, respectively. In the remainder of this
section,| provide a shortoverview of the criteria usedfor the synchronicclassificationof
gendersystems,the debateover the origins of gender,and the function(s)of genderin
discourse.

Synchronicallythegendersystemf individuallanguagesire usuallyclassified basedn:
(1) the numberof genderdistinctions(Corbett1991,2013a);(2) whethergenderdistinctions
are sexbasedor nonsexbasedbased(Corbett 1991, 2013b); (3) the criteria accordingto
which nounsareassignedo a givengenderCorbett1991,2013c).

Diachronically,gendethasbeenobservedo beoneof themoststablefeaturesof grammar.
Gendersystemsare stablewith respectto two of the threecriteria for stability proposedby
Nichols (1992): diachronic persistence and areal contingency. Genderis one of the most
conservativdeaturesn the history of languagdamilies (stability asdiachronic persistence).
Forinstance Armenianis the only independent branch of thedo-Europearianguagdamily
that has completely lost grammatiggnder. In addition, gendersystemsexhibit a hotbed
outlier type of distribution (stability asareal contingency):. someareasof the world, suchas
Africa or Australia, are densely populatedby languageswith gender (gender hotbeds),
whereasin otherareasof the world (e.g., North America), the feature isabsentor attested
only in isolatedcasegender outliers).

The debateover the origins of genderis very controversialand, in many respects,still
unresolved.On the one hand, it has beenshownthat gendersystemsmay originate from
classifiersystemsand/orfrom demonstrativeg§Greenberdl978;Corbett 1991). On the other
hand, among the issuesthat are still open for debateis, for instance,the question of
whetherindexationor classificationcomesfirst in the diachronyof genderwithin a given
languageor languagefamily (Nichols 1992). The maindifficulty behindthe reconstruction
of the diachronyof genderin many languagefamilies is that, in view of their overall
stability, gendersystemstend to presupposéong grammaticalizatiorpathsandtheir origin
oftenprecedeshosestageghatcanbereconstructedia thehistoricatcomparativanethod.

" Foratheoreticabiscussiorof theterm indexationasopposedo agreemenseeCroft (2003,2013).
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Finally, from a functional point of view genderhas been defined as a grammattal
device for the managemenof referencein discourse,its functions being often relatedto
referencetracking (Heath 1975; Foley & Van Valin 1984) and/or discourseredundancy
(Dahl 2004). The debateover the discoursefunctions of genderis huge and cannotbe
extensivelysurveyedhere (for an overview, seeKilarski 2013:chapter6, aswell asContink
Morava& Kilarski 2013). For the sakeof this paper,suffice it to say that scholarsusually
disagree on whether the complex redundanciesthat gender indexation introduces in
discoursefacilitate communication(Dahl 2004) or exist beyond communicativenecessity
(McWhorter2001). Evidencefrom secondanguageacquisitionis often broughtin supportof
the latter argument: contact varieties that emergeas a result of intensive postthreshold
languagecontact and nonnativeacquisitionterd to systematicallylack gender;similarly,
adultlearnersusually strugglewith grammaticagenderwhenacquiringa newlanguage.

3.2 The dimensions of gender complexity

Togetherwith verbal inflection (Kusters2003) and core argumentmarking (Sinnemaki
2011), genderfigures as one of the few areasof grammarthat have, sofar, receivedsome
attention in the literature on linguistic complexity. Perhapsthis is becausegrammatical
genderis one of the domainsof grammarthat mostpromptly leadsitself to be associated
with complexity, being both theoretically and empirically relevantfor the study of such
notionsas inflectional morplology (Nichols 1992), maturity (Dahl 2004)andredundancyn
informationmanagementMcWhorter2001).

Grammaticalgender,in the form of genderindexationand overt genderdistinctionson
nouns,is one of the featuresof the complexity metric proposedby Nichols (2009). In this
study, propertiesof gendersystemsare surveyedtogetherwith propertiesof other nominal
classification devices (numeral and possessiveclassifiers) under the label classification.
Within the metric proposedby Nichols, presenceof genderindexationand overt marking of
genden nounsfeaturehigherdegreesf complexity®

A more detailed qualitative study of the dimensionsof gendercomplexity b viewed
independentlyf othernominalclassificationdevicePis Audring (2014). Audring argueghat
the complexity of gender systemsis tied to and can be investgated by taking into
considerationghreemaindimensionscomplexity of values; comgkity of assignment rules;
and omplexty of formal marking.

Dimensionl, complexity of values, is concernedavith thenumberof gendersn a language:
the higher the number of genders,the more complex the gendersystem. Dimension 2,
complexity of assignment rules, iS concernedwith the type and scopeof genderassignment
rules. With respectto fype of assignmentules, the literatureon the typology of gender
systemgCorbett1991,2013c)hasshownthat thereexiststwo principlesaccordingto which
nounsare assignedo a genderin a given language:semantic andformal. Under semantic
assignmentules, genderassignmenis predictedon the basisof the meaningof nouns.
Under formal assignmentules,genderassignmenis predictedoasedon morphologicakules
(e.g.,inflectionalclassesgerivationaimorphology)and/orphonologicafules.In principle, the
leastcomplexgendersystemis onein which only one type of assignmentrule is attested,
semantt or formal. In reality, typological studies of gende(Corbett 1991, 2013c) have
shownthat while solely semanticgendersystemsare relatively commonamongthe worldOs
languages(e.g., among Dravidian languages), gender systemspurely basedon formal

8 NicholsOstudy is an attemptto test the equicomplexity hypothesis(see section1) on a large sample of
languagesand basedon a selectionof featuresrangingfrom phonologyto the lexicon. The study finds Ono
significantnegativecorrelationsbetweerdifferentcomponent®f grammar@Nichols 2009:119),which suggests
thatit is not possibleto provethatcomplexityin onedomainof grammaris compensatetly simplicity in other
domains.Theequicomplexityis thusnot supportedy the datapresentedh the study.
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assignmentulesarealmostneverencounteredEvenin those systems thateheavily skewed
towards formal mechanism=f gender assignment,there is always at least a minimal
portion of the nomind lexicon (often nounsdenotinghumansand/or animateentities) for
which genderis assignedbasedon clearcut semantic criteria’ As for the scope of
assignmentrules, this hasto do with the degreeof generalityof a rule, that is the gender
assignmenbf how many nounsa given rule is able to predict. The higher the numberof
nounsassignedo a certaingenderby a given assignmentule, the larger the scope of the
assignmentule. In generala systemwith largeassignmentulesrequiresa lower numberof
rules,leadingto lower complexity. Theserulesusuallyrestsupon somebasicsemantiaotions
suchassexor animacy(Audring2014:11).

Dimension3, complexity of formal marking, is concenedwith thepervasivenessf gender
marking in discoursethatis, via indexation. The most straightforwardimplementationof
this dimensionof the complexity of genderis to count how manygenderindexesthereare
in alanguagebasedon how many wordclassesinflect for gender(e.g.,pronounsadijectives,
verbs),andindependentlyof how theseinflectionsarerealizedin discourse.The higherthe
numberof gendernindexesthe greater thecomplexity of a gendersystem.However,it is also
possibleto explare this dimensionof gendercomplexityby looking at discoursdrequencies,
thatis by measuringhow often gender inflectionappear in ajiven chunk of discourséthe
higher the frequencyof gendermarking in discourse the more complexthe system).This
aspect of theomplexityof gender(which will not beexploredfurther in this paper)canalso
be operationalizedn the investigationof the functionality of genderindexationin language
learningandprocessinglin this sensea particularly promisinghypothesisthatis put forward
in Audring®g2014) work is that, pervasive genderindexationfacilitates the learning and
processingf gendervaluesand assignmentules, given that usersare exposedto multiple
occurrence®f gendermarkingin agivenchunkof discourse.

The gendersystemof English would rank low with respectto all three dimensionsof
complexity: it has only three genders,a few semantic assignmentrules, and gender
indexationis restrictedto thepronominaldomain.

Tosumup, Audring (2014)suggestshattheabsolutecomplexityof gendersystemsanbe
explored on the basis of three macredimensions: number of values, assignmentand
indexation.This suggestionis followed in the presentpaper.In section4.2,| proposeone
way of implementingthe threedimensionsnto a conplexity metric.

4. Methodology

4.1 Sampling procedure

This studyis basednasampleof 84 genderedanguageselectedrom the African macroe
areaandorganizedn subsetof genealogicallyrelatedlanguagegthe samplelanguagesare
listed in alphabeticalorderin appendixA).° The macreareasampledin the study, Africa,
is oneof the worldOgjenderhotbeds(Nichols 1992, 2003): all major genealogicagroupings
within the areadisplay genderat least at some level of their internal taxonomies.The
languageclassificationfollowed in thepaperis theoneproposedy Glottolog(Nordhoffetal.
2013)asof September2015.

Thesampledesignedor this studydiffers from classicaksamplingproceduresn linguistic

® The Koman languageUduk, spokenin Ethiopia, would seemto representan exceptionto this otherwise
universaltendency.In Uduk, semanticsseemsto play no role in genderassignmen{for a descriptionof the
gendersystemof Koman,seeKillian 2015).

% The languagesamplealsocontaindanguagesuchasHebrewandMaltese which areactuallyspokenoutside
Africa. As Dryer(1989:268)pointsout,all Semiticlanguagesanbeseeraspartof thesamdargelinguisticarea
becaus®©theigeneticrelationshipgoin thatdirectiorO
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typology. Traditionally, theseproceduresaim to maximize the representation of linguistic
diversity by contributingone datapoint (i.egne language) pegenealogicalnit.! In recent
years,statisticallyimplementedsamplingmethodologieshatattemptto investigatdinguistic
patternsasdistributedwithin languagefamilies havebeenproposedfor instance by Maslova
(2000) and Bickel (2013). The main assumptionbehind these methodologiesis that
typological distributions concerninglinguistic variablesreflect different historical scenarios
thatmay favor the presence/development/mtgnanceor, rather,the absence/decline/loss
the variablesin question. Accordingly, thesestudiesarguethat it is possibleto explore
Ostatisticabiasesin diachronicdevelopment®n the basisof synchronicsamples@Bickel
2013:415). The designof the presentsampleis built on similar assumptions Howeverthe
study doesnot focus on the elaborationof stochasticmodels of languagechangebasedon
the observationof synchronic distributions. The aim of the study is, in fact, mostly
descriptive.Whatl amlooking for is the degreeof grammaticacomplexitythatis associated
with gendercrosslinguisticallyandthe extentto which this complexityis genealogicallyand
areallyuniform.

The sanple consistsof seventeerifferent genealogicalnits (or lineages following the
terminology by Nichols 1992), amongwhich two isolates(Hadzaand Sandawe) Someof
theseunits representlifferent subgroupof the samesuperodinatetaxonomiclevel (stock}.
In general languageselectionhasbeenguided by the following rule of thumb: the higher
the diversity (in terms of numberof languages/subgroupsf a superordinatgyenealogical
unit, thehigherthe numberof languages/subgroupelectedor that unit. Consequentlythe
biggestandmore diverselanguagefamilies are representedby a numberof subsampleshat
tendsto reflect this diversity. For instance all major subdivisionsof the Afro-Asiatic stock
(except Egyptian) are representedn the sample. The subsamplexreatedfor eachstock
should be understoodas conveniencesamplessince (1) the number of languagesper
genealogicalunits is not establishednathematicallyand (2) for the biggest stocks,not all
subdivisionsare included. The latter especially applies to the largest stock within the
African macroarea, Atlantic-Congo. Some relevant genealogicalunits, such as Kru and,
from the Volta-Congo subbranch, Gur and Ubangi are, forinstance,not included inthe
sample mainlydue to lack of accessibleéesources.This impactsdataanalysisin that the
dataset createdfor this study cannot be usddr statistical analysisf the inferentialtype,
that is tomake predictionsaboutpreferrel typologicalpatterndn thelanguage®f Africa and
beyond. Thus, as mentionedabove,the statisticalanalysisthat will be appliedto the data
presented irthe studyis purelydescriptive.Table 1 illustrates thenumber ofgenealogical
units/languageperstock.

1 Oneof the mostwell-known and practicedmethodsof languageselectionin typologyis the onedesignedoy
Dryer (1989). Dryer usesgenera Di.e., genealogicalnits with time depthcomparablégo that of Indo-European
subfamiliessuchas Romanceor Germanicb asthe basisfor languageselection.For an overview of sampling
proceduren linguistictypologyseeBakker(2011).

12 Nichols(1992:25)definesastockastheOhighedevelreconstructablby thestandardomparativenethod.O
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Superordinate/Stock leve Genealogical units No. of Igs

Berber 6
. Chadic 6
Afro-Asiatic Cushitic 13
Semitic 7
Dizoid 1
Omotic™ South Omotic 1
Ta-Ne-Omotic 4
Bantoid, Bantu 23
. Kwa 1
Atlantic Congo Mel 3
North-Central Atlantic 7
Hadza 1
Khoe-Kwadi 5
Kka 1
Nilotic Eastern Nilotic 3
Sandawe 1
Tuu 1
Total 84

Tablel. Genealogicalinitsin thesample

4.2 The features of the complexity metric

The complexity metric that | designedfor the purposeof this study consistsof six
features. Thesecan be further groupedinto three main domains,which are basedon the
three dimensionsof gender complexity proposedby Audring (2014) and discussed in
section3.2: complexity of values, complexity of rules andcomplexity of formal marking. The
featuresof thecomplexitymetricarepresentedh table2.

13 The genealogicalrelationshipsbetweenthe Omotic groups and their affiliation to Afro-Asiatic are still
debatedissuesamong specialistffor an overview, seeAmha 2012). For instance,Glottolog (Nordhoff et al.
2013) classifiesall the Omotic groupsasindependengroupsoutsideAfro-Asiatic. In thetable,| useOmoticas
anarealcovertermandfollow the Glottologclassificatiorfor theindividual subgroups.
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Dimension  Feature ID Description
0 Everything else being equal,a gendersystemwith two
2 Number of gender valueGv values (gender distinctions) is less complex than a
; gendersystemwith morethantwo values.

Everythingelse being equal,a gendersystemwith one
type of assignmentrules b e.g.,only semanticor only
formal B is less complex than a gender system with
two types of assignmentrules B both semanticanc
formal*
Everything else being equal, a gender system where
gender assignmentis only lexically given is less
Triggered by M1 complexthana gendersystemwheregenderassignmer
number/countability is given in the lexicon + can be manipulate
depending on the courtability propertiesof the nounor
thenounphrase.

Number and nature of
assignmat rules

ASSIGNMENT RULES

Everything else being equal, a gender system where
gender assignmentis only lexically given is less

M2 complex than a gender systems where gende
assignmentis given in the lexicon + can be
manipulated depending on the size of the noun phras
referent.

Triggered by size

MANIPULABLE ASSIGNMENT

Everything else being equal, a gendersystemthat has
Number of indexation IND genderindexationin one domain only (e.g. only on
domains articles or only on pronouns)is less complex than a

gendersystemwith two or more indexationdomains.

Everythingelse being equal,a markerthat only signal:
cumMm genderis lesscomplexthana markerthatsignalsgende
+ number.

Cumulative exponence
gender and number

FORM MARKING

Table2. Featuresof thecomplexitymetricandtheir description

FeaturesGV, AR and IND can be seenas direct implementationsof Audring0g2014)
three dimensionsof gender complexity. Complexity with respectto GV counts as a
violation of the Principle of Fewer Distinctions (the higher the number of gender
distinctions,the more complexthe system).Less straightforwardis, on the otherhand,the
interpretationof AR and IND with respectto the three complexity principles outlined in
2.3. Here, | proposeto view complexity with respecto AR asaviolation of the Principleof
Independenceandcomplexitywith respectto IND as a violation of the Principle of One
MeanindOneForm (both on the syntagmaticand paradigmatidevel) and the Principle of
IndependenceOn the one hand, systemsf genderassignmenthat are dependenbnly on
semanticsor only on form are less complex than systemsof genderassignmenthat are
dependenbothon semanticandform (violationof Principleof Independence)On the other
hand,in a languagein which manyword classesnflect for gender,and genderinflections
are attestedin several indexation domains (e.g., articles, other adnominal modifiers,
predicativeexpressionspronouns):(a) information aboutthe genderof anounis likely to be
repeatededundantlyin discoursgsyntagmaticviolation of the Principle ofOneMeaning®
OneForm); (b) the sameword classcan take several inflections depending on the gender
of the noun that is indexedin a given discoursedomain (paradigmatic violatioof the

14 . . . . . . .
As mentionedin section 3.2, gendersystemswith only semanticassignmentrules are quite common
crosslirguistically,whereagiendersystemswith only formalassgnmentrulesarealmostneverencountered.
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Principle ofOneMeaning@OneFormand Principleof Independence).

FeaturedVil, M2 and CUM are basedon an aspectof the typology of genderthatfalls
outsidethe scopeof AudringOsvork: how grammaticalgenderinteracts with othernominal
domains. Two domains are specifically targetedby my metric: humber and evaluative
morphology(i.e., the morphologicalencodingof diminutives andaugmentatives)’ M1 and
M2 areconcerneadvith interactionsatthelevel of genderassignmentvhereasCUM hasto do
with interactionspertainingto the morphosyntacti@ncodingof genderdistinctionson the
indexingtargets. suggesthatM1 andM2 canbeinterpretedasa violation of the Principleof
Independenceand CUM asa violation of the Principle of OneMeaning@OneForm. Let us
discusghesawo typesof interactionmorein detail.

Di Garbo(2014)showshatanimportantcriterionfor the classificatiorof gendersystemsn
the African macroeareais to distinguishbetweenrigid and manipulable genderassignment
(for assimilar suggestionseealsothe studyby Heine1982).In languagesvith manipulable
genderassignmentthe genderof a noun can be changeddependingon the construalof the
noun phrasereferent,that is basedon pragmatic/discourseonstraints.In theselanguages,
thereusuallyare defaultassignmentules,i.e., rulesby which nounshavelexically specified
gendervalues,andadd-on assignmentulesthatallow speakerso modify the defaultmeaning
of the nounby changingits genderthuschangingthe construalof the nounphrasereferent.
In Di GarboOsample manipulablegenderassignmenis attestedn connectiorwith two main
uses:(1) to encodevariationin the countabilitypropertiesof nouns(e.g.,from uncountabléo
countableandvice versa),(2) to encodevariaion in size (diminutive vs. augmentative)ln
my metric, | referto thefirst useof manipulablegendermssignmenasM1*® andto thesecond
asM2. M1 isillustratedin example(1) andM2 in example(2). The examplesaretakenfrom
two Berber languages\efusiandTachawit’

15 Thechoice ofnumber anckvaluativemorphology aslomains ofanalysis doesot exhausthewhole rangeof
nominaland non-nominal grammaticaldomainsthat gendercaninteractwith (amongwhich, for instancecase
anddefiniteness). However,asshownin section5, eventhoughfar from exhaustivethe metric proposedn this
studyis ableto revealagooddealof crosslinguistiozariationwith respecto thecomplexityof genderandcanthus
beconsidered a starting poitdwardsmorecomprehensivenodelsof interactions of gender with other domains
andtheireffecton gendercomplexity. Foranoverviewof interactiondetweerdomainsalsoinvolving genderand
othersystem®f nominalclassificationseeAikhenvald& Dixon (1998).
16 Polarity phenomenawhereby polar oppositeswithin a genderand number inflectional paradigm (e.g.,
masculinesingularandfeminine plural) havethe sametype of encoding,do not countasan instanceof M1, as
defined in this paper.In languageghat exhibit polarity (e.g.,the CushiticlanguageSomali), the gendershifts
that occur between singular and plural depend on paradigecific patternsof exponenceand syncretism
(often restrictedo only a subsebf indexingtargets)which do not affectthe semanti@andpragmaticconstruabf
the noun phrasereferentwith respectto its countability and quantifiability properties(asit happendnsteadin
thoselanguageshat| classifyasinstancef M1). For a discussiorof polarity patternsin Somali,seeCorbett
1991:195197.

! The following abbreviationsare usedin the glossedexample: F = feminine; M = masculine,SG = singular,
PL = Plural. The glossingof the examplesconformsto the Leipzig GlossingRules: http://www.eva.mpg.de/
lingua/resources/glossingles.php

Linguistic Discovery 14.1:46-85



58 Exploring Grammatical Complexity

(1) Nefusi(Berber)(Adaptedirom Beguinot1942:32)
(@) ettefan

Qpple® (masculineyncountable)

(b) t-attefah-t
F-applesF[SC]
OonappleO

(©)  t-attefalt-in
F-applesF.PL
Oapplegplural)

(2) TachawiiBerber)(Adaptedirom Penchoeril973:12)
(@ ag-nmus
[M]SG-pot OpotO

(b) t-aq.nmus-t
F-SG-pot-F
OsmalpotO

(c) t-ay-nZak-t
F-SG-spoonF
OspoonO

(d) ay-nz
[M]SG-spoon
ObigpoonjadleO

In example(1) (takenfrom Nefusi), when the inherently masculineuncountablenoun
ettefal Oapples®shiftedto the feminine gender(asin (1b)), it becomesountableandcanbe
thus regularly pluralized (as in (1c)) (in Berber, feminine gender marking on nouns is
circumfixal both in the singularandin the plural). This is aninstanceof M1. In Tachawit
(example(2)), inherently masculinenounscan be shiftedto the feminine genderwhen a
diminutive interpretationis intendedfor the noun phrasereferent (as in (2a) and (2b)).
Similarly, an inherently feminine noun can be assignedo the masculinegenderwhen an
augmentativénterpretationis intendedfor the nounphrasereferent(asin (2c) and(2d)). This
is aninstanceof M2.*® In generalM1 and M2 arewell attestedn the languagef Africa,
bothin languagesvith large,nonsexbasedendesystemsandin languagesvith smallersex
basedsystems.Within my sample M2 is howevermorefrequentandwidely distributedthan
M1 (for an overview,seeDi Garbo2014: chapters 5 and.6The possibility of manipulating
genderassignmentan be seenas piling on top of the defaultgenderassignment rulethat

18 A distinction can be made betweenlanguageswith dedicateddiminutive and augmentativegenders(as in
the Bantu languages)and languagesn which thereare no diminutive and augmentativegenders but gender
shifts between say, masculineand feminine, are usedto encodediminutive and augmentativaneaninggasin
the Berberlanguages)This distinction, and its relevancefor gendercomplexity, are not directly addressedby
my metric. However it canat leastbe observedhat, within the sample,languageswvith dedicateddiminutive
and augmentativegendersare languageswith a high number of genderdistinctions,which scorehigh with
respecto featureGV (seetable?2). Therelationshipbetweenpresencef dedicatedliminutiveandaugmentative
genderandgendercomplexitywoulddeserveo befurtherinvestigated.
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are usedin alanguage.In languagesvith manipulablegenderassignmentgendermarkes

havedefaultandaddon meanings.Theseaddon meaningsare dependenbn semanticand

pragmaticassociationdetweengenderand othergrammaticaldomains,notably countability
andsize/value.Thus,basedonthe Principle of Independence introducedabove theirpresence
representanincrease inthe absolutecomplexity of gender.Genderassignments notonly

given in the lexicon for eachandeverynoun,butit is alsosubjectto changedependingon

semanti@ndpragmaticassociationsvith otherfunctionaldomains.

Feature CUM/(cumulative encoding of gender andumber on thendexing targets)
evaluateghe impactthattype of exponencef genderandnumberhason the complexity of
gender. | interpretcumulativeencodingof genderand numberas aviolation of thePrinciple
of OneMeaning@OneForm (one morphemeexpressesseveralgrammaticalmeanings) One
aspectof the morphosyntacticencodingof gender and number which, at least in the
languagesof my sample,appearsto be strictly relatedto CUM is the tencency for gender
distinctionsto be reduced(syncretism)or lost (neutralization) inthe contextof non-singular
numbervalues.In my sample,syncretismand/orneutralizationof genderin the contextof
nonsingular number occurs in 66 out of 84 languages;in nearly all these casesthe
languages invhich syncretisns attestedrealsolanguages invhich gendeand numberare
encodedcumulatively (seealsoresultsin Di Garbo2014:chapter5).*® In principle, gender
syncretismand neutralizationcould be viewedasviolations of the Principleof Independence
inasmuchas, whenthey occur, the expressionof genderwithin an inflectional paradigm
dependon the numbervalue of a noun. In addition, syncrdism andneutralizationcould be
alsoseenasviolations of the Principleof OneMeanindOneForm, giventhattwo (or more)
gendervaluesare conflatedinto onein the contextof nonsingularnumbervalues.However,
as Audring (2016 pointsout, O[s]yncretisiis a multifacetedphenomenon, anahetheror
not it should be considereda caseof simplification or complexification dependson the
perspectivedn this paper,| treat syncretismin a somewhatagnosticway and excludeit
from my complexitymetric. More research| believe,is neededn the relationshipbetween
syncretism/neutralizatiorexponenceand paradigmsize beforewe canassesshe effectsof
syncretism/neutralizatioon the complexityof genderandrelatedfeatues(e.g.,numberand
case)noreconfidenty.

4.3 Method for computing Gender Complexity Scores

Having defined the featuresfor measuringthe absolute complexity of grammatical
gender(seetable 2), the next stepis to estallish the valuesassociatedvith eachfeature
andto converttheminto numbers.Towardsthis aim, | follow Parkvall (2008)who designed
a methodfor computingthe grammaticalcomplexityof creolesand non-creolelanguage®n
the basisof a set of featurestakenfrom the WALS databasdDryer & Haspelmati2013).
Within Parkvall®@ method,the valuesof eachfeatureare assigneda numberbetween0 and
1. Featureswith threevaluesare convertedinto the numericalformat O, Y2, 1. Similarly,
featureswith five valuesare convertedby Parkvallinto the formatO0, 14, 2, 34, 1. For all the
featurestakeninto accountin ParkvallOpaper,0 standsfor minimally complex and 1 for
maximally complex. Thetotal complexityscorefor eachlanguages divided by thenumberof
featuresincludedfor thatlanguage.This is donein orderto allow languagedor which less
informationis availableon a given featureto getaveragescaes comparableo thoseof the
best documentedlanguages.The same procedureis followed in this paper (naturally,
featureswith four valuesare convertedinto the numericalformat 0, 14, 24, 1). The feature
valuesandtheir numericalinterpretatiorareillustratedin table3.

19 0on the relationshipbetweensyncretismand cumulative exponencein the domain of caseand number
inflection, seethe studieshy Carstairg1987)andCarstairs& Stemberge1988).
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Feature | Feature Value Score

Two genders 0

20 | Three 1/3

GV Four 2/3
Five or more 1
AR Purely semantic or purely formal assignme 0
Semantic or formal assignment 1
One 0

21| Two 1/3

IND Three 2/3
Four or more 1
Noncumulative 0
CUM | Partially cumulative !
Cumulative 1
Absent 0
M1 Present 1
Absent 0
M2 Present 1

Table3: Gendercomplexitymetric

The compositionof the metric is suchthat the leastcomplexpossiblegendersystemis
the one that scoreszero with respectto all the featuresof the metric and exhibit the
following properties:two gendervalues,semanticgenderassignmentyneindexingtarget,no
cumulation with number, no manipulation of gender assignmat triggered by
number/countabilityand no manipulationof genderassignmentriggeredby size. On the
otherhand,the mostcomplexpossible gendesystemis the one that scoresl with respect
to all the parametersonsideredn the metric and exhibits the following properties:five or
more genders semanticand formal assignmentfour or more indexing targets,cumulation
with number,andmanipulationof genderassignmentriggeredby both number/countability
and size. In addition, the compositionof the meric is such that, with the exception of
languageswith the highestscore (= 1), languagesmay display the sameindex value but
arriveto it on differentpaths.In otherwords,identicalgendercomplexity scores(henceforth
GCSs)onotstandfor same type of gender system.

Before presentinghe resultsof my calculations,t is worth mentioningthat, in caseof
missingfeaturestheindexvaluesresultingfrom thecalculationshouldbe takenwith caution.
In fact,eventhoughaveragescoregratherthantotalscorespre usedasindexvalues,the index
valuesof languageswith missingfeaturescannotbe regardedas entirely comparabldo the

% The cutoff point for featwe GV is in accordancewith the coding conventionsfor numberof gender
distindionsproposedy Corbett(2013a).

2 The codingfor featurelND is based orthe numberof morphosyntactidomainsthatexhibit gendetrinflection

in a givenlanguage.The cutoff point wassetat four basedon a conveniencehoiceof four main domainsof

genderinflection: (1) articles(definite/indefinitearticles),(2) otheradnominalmodifiers (including adjectives,
demonstrativeand possessivemodifiers, numerals, quantifiers), (3) predicative expressions,(4) pronouns
(including personal pronoungjemonstrativepronouns,possessivgronouns,relative pronouns).This choice
wasmade basecdn documentearosslinguisit tendenciesn the distributionof typesof genderindexingtargets,
aswell asin partial overlapwith the AgreementHierarchyproposedoy Corbett(1979,1991,2006). To these
four domainsof gendeiinflection, acategoryOother@asaddedn orderto accounfor lessprototypicalindexing
targetqe.g.,conjunctions).Within eachof the fourindexationdomains severalword classesnay exhibitgender
inflection (e.g., personal pronounand demonstrativepronouns withinthe pronominal domain)this is not

directly addressed bythe metric (eventhoughit hasbeenaccountedor during datacollection). The coding
proposedn this studyis, of course,only oneof the possiblewaysto modelcomplexityin the domainof gender
indexation.For adiscussion,seesection7.1.
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index values of languagesfor which all featuresare equally represented.The mutual
comparabilitybetweenthe different domainsof gendercomplexity coveredby my metric is
discussedh section6.3.

5. Results

Table4 illustratesthe GCSsof the language®f the sample which havebeencalculatedbased
onthemethodpresentedh sectiord.

Rank Language Isocode GCS Rank Language Isocode GCS
1 Bandial bqj 1 8 Gola gol 0.67
1 Bemba bem 1 8 Hausa hau 0.67
1 Bidyogo bjg 1 9 Awngi awn 0.61
1 Chiga cgg 1 9 Hadza hts 0.61
1 Kagulu kKki 1 9 MoroccanArabic ary 0.61
1 Kikuyu kik 1 9 Nama naq 0.61
1 Lega lea 1 9 Naro nhr 0.61
1 Maasina-ulfulde ffm 1 9 Sandawe sad 0.61
1 Mongo-Nkundu lol 1 9 Standardirabic arb 0.61
1 Makaa mcp 1 9 Tigre tig 0.61
1 Ndengereko ndg 1 10 Miya mkf 0.6
1 Shona sha 1 11 Male mdy 0.56
1 Serer srr 1 11 Wolaytta wal 0.56
1 Swabhili swh 1 12 BoranaArsi-GujiOromo  gax 0.53
1 Timne tem 1 12 Lishan Didan trg 0.53
1 Tonga toi 1 12 Qimant ahg 0.53
1 Venda ven 1 12 Rendille rel 0.53
1 Xoon nmn 1 12 "Ani hnh 0.53
2 Nyanja nya 0.95 |13 Beja bej 0.5
2 Tunen baz 0.95 [13 Masai mas 0.5
3 Bafia ksf 0.83 [13 Somali som 0.5
3 Dibole bvx 0.83 [14 Daasanach dsh 0.47
3 Eton eto 0.83 |14 Dirasha gdl 0.47
3 NorthernSotho nso 0.83 14 Kxoe Xuu 0.47
3 Swati SSwW 0.83 [14 Lele lIn 0.47
3 Turkana tuv 0.83 [15 Dizin mdx 0.45
3 Wamey cou 0.83 |15 Hebrew heb 0.45
3 Zulu zul 0.83 (15 Gidar gid 0.45
4 Maltese mit 0.78 (15 Tsamai tsb 0.45
4 Noon snf 0.78 |16 Iraqw irk 0.43
4 NuclearWolof wol 0.78 [17 Baiso bsw 0.42
4 SH## snw 0.78 (18 Dime dim 0.39
4 Tswana tsn 0.78 [19 Jubhoan ktz 0.36
5 Bench bcq 0.75 |19 Kambaata ktb 0.36
5 Kissi kss 0.75 |20 Dahalo dal 0.28
6 Karamojong kdj 0.72 21 Koorete kaqy 0.25
7 Kabyle kab 0.69 221 Kwadi kwz 0.25
7 Nafusi jbn 0.69 |22 Lingala,Kinshasa lin 0.22
7 Tachawit shy 0.69 23 Bila bip 0.16
7 Tamashedidal taq 0.69 24 Pero pip 0.12
7 TamazightCentral tzm 0.69 25 Mwaghavul sur 0.08
7 Zenaga zen 0.69

8 Ambharic amh 0.67

Table4: GCSsof thelanguage®f thesample

The tableis divided in two macrocolumnsand the GCSs of the individual languagesare
arrangedfrom highestto lowest. The leftmostcolumns of each maciwolumn provide the
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rank: languageswith the sameaveragecomplexity scoresharethe samerank. Next to the
rank come the languagenamesand their ISO code;the GCS assignedo eachlanguageis
given in the rightmostcolumnsof the two macracolumns. In appendixC, the GCSsare
visualizedon the basisof genealogicalnits. The complexity scoresfor eachof the feature
valuesin themetric,aswell the GCSsaregivenin appendixB.

Table4 showsthat the highestGCSis 1 andthe lowest0.08. None of the language®of
my samplethusgetsthe lowestpossiblescore,0 (seesection4.3). The resultsgivenin table
4 arealsodisplayedin the graphin figure 1. The X-axisof the histogramdispaysthe range
of attestedGCSs,whereaghe Y-axis shows the distribution of the numberof languageger
GCS score.The box plot below the histogramprovidesthe distribution of the GCSsper
quartiles,with the boldface line in the middle representinghe median. The figure shows
that half of the languages of my samplavea GCS that ranges roughly from 0.5 to Qr8.
my datasamplehigh GCSsaresubstantiallynorefrequenthanlow GCSs.

Q- Gender Complexity Scores
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Figurel: Distributionof the GCSs

Thegeographicatlistribution of the GCSsis representeth themapprovidedin figure2.
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Figure2: Geographicatlistributionof the GCSs

Theresultspresentedn table 4, figure 1 and 2, aswell asin appendixC, arediscussed
in section6 basednthreemainfoci:

1. Genealogicatlistributionof theGCSs
Languagefromthesamegenealogicalinits, or spokerwithin thesameareas tendto have
similar or evenidentical GCSs.In many cases,areal pressureseemsto be a relevant
factorin explainingthedistributionof theoutliers.

2. Interdependencidsetweersetsof featuresAR, GV, IND
Purely semantiggenderassignmenis only foundin languagesvith few gendersand poor
genderindexation(no directionaldependenciebetweenthe threefeaturesareassumec
here).

3. Possiblgredictorsof gendeicomplexity
Somefeaturesin the metric correlatemorewith eachotherandseemto have a stronger
impactonthe GCSthanothers.

Before moving on to the discussion] illustrate the procedurefollowed to calculatethe
GCSsof two of the sampledlanguages.For the sakeof clarity, | discussonelanguagefor
which all featuresaredocumentedJurkana(EastermNilotic, rank 3 in table 4), and one for
which two featuresaremissing, Timne (Mel, rank 1 in table4).

Linguistic Discovery 14.1:46-85



64 Exploring Grammatical Complexity

My classificationof the gendersystemof Turkanais basedon Dimmendaal(1983).
Turkana has three gendervalues: Masculine, Feminine and Neuter. It thus gets %53 with
respectto the featureGV. Genderassignments both semanticandformal, and,assuch,the
value of AR is 1. Accordingto Dimmendaal genderindexationappearsn threedomains:
articles (definite articles),adnominalmodifiers, and pronouns(not the PersonalPronouns).
Thusthe languagegets?s with respect to the featureIND. In Turkana,genderdistinctions
areencodeccumuldively with number(CUM = 1). Finally, in Turkanagendershifts canbe
usedto encodevariation both in the countability propertiesof nouns(M1 = 1) andin the
size of the nounphrase referen{M2 = 1). In Turkana,when anuncountablemasculineor
femininenounis shiftedto the NeuterGender?? the resultingmeaningis singulative.On the
other hand,when countablemasculineor feminine nounsare shifted to theNeuterGender,
the reaulting meaning isdiminutive. To summarize for Turkana,the valuesassignedo each
featureof themetricare:

GV=1AR=1,IND=%23CUM=1;M1=1;M2=1

Applying the formulaillustratedin section4 [($+ 1+$ +%+1+1+1)O6] the GCS of
0.83isobtaned.

| classifythe gendersystemof Timnebasednthedescriptionprovidedby Wilson(1961).
Timne has more than five gendersand thus gets 1 with respectto the featureGV. Gender
assignmenits both semanticandformal. Therefore, Timnegets 1 with respecto the feature
AR. According to WilsonOsdescription, Timne shows gender indexation on adnominal
modifiers, pronouns predicativeexpressionsin addition,in Timne,the Indefinite Stabilizer,
which is usedwith indefinite nounsin orderto encodenonverbalpredication(Wilson 1961:
11), alsoinflectsfor gender(this is labeledas Oother@ my coding). The languagehusgets
1 with respectto IND. Genderandnumberare encodedccumulativelyon the indexingtargets
(CUM=1). The sourcedoesnot provide any kind of information aboutgendershifts, which
are, however,rather common phenomenan languageswith similar gender systems.The
featuresM1 andM2 cannotbe documentedor Timne. To summarizefor Timne,thevalues
assignedo eachof themetricfeaturesare:

GV=1,AR=1IND=1,CUM=1;,M1=DM2=D

Sincetwo featuresare missing,the sum of the featurevaluesis in this casedivided by 4
[(1+1+1+]) O 4] TheGCSof Timneis thus1.

6. Discussion

6.1 Genealogical and areal biases in the distribution of GCSs

In appendix C, the GCSs presentedin table 4 are visualized on the basis of
genalogicalunits. The tablesin appendixC showthat, in generalcloselyrelatedlanguages
tendto havethe sameor very similar GCSs.For instance,all the Berber languagesn the
samplehave a gendercomplexity score of 0.69. This tendencytowards intragenealogical
homogeneityin the complexity of gendersystemdurther supportsthe idea that grammatical
gender is a chiefly stable feature in the histofylanguagefamilies (see section 3.1).

22 |1 this paper,| usecapitallettersto referto languagespecificcategoriege.g.,the NeuterGenderin Turkana)
andlowercasdettersto refer eitherto a specificmarkerwithin alanguageor to grammaticaldomainsasobjects
of crosslinguisticomparisor{e.g.,adjectivesandpronounsn Turkana).
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Neveathelessoutliers (i.e., languageghat exhibit a GCSthatis exceedinglyhigheror lower
thanwhat found amongclosely relatedlanguagesare attestedn the following genealogical
units: Bantu,Chadic, Cushitic,Khoe-Kwadi, EasternNilotic, Semitic.| suggestthat, at least
in someof suchcasesthe distribution of the outliers can be accountedor by taking into
considerationaspects ofthe social historyof the speechcommunities inquestion(e.g.,
geography,number of speakersnumberof contactlanguages,type of languagecontact,
bilingualism, multilingualism). This is howeveronly a preliminary suggestionwhich would
needto be investigatedurtherin whatgoesbeyondthe scopeof the presenstudy.

Out of 84 languages,18 scored1, with all thesebeing either Bantu, North- Central
Atlantic or Mel. Typically, the gendersystemsof the Bantuand Atlantic type (i.e., North-
Central Atlantic and Mel) exhibit featuresof high complexity: high numberof gender
distinctions pervasivegenderindexation,manipulability of genderassignmentwhichis used
to expreswyariationin thecountabilitypropertiesof nounsand/orin thesizeof thenounphrase
referents.Those Atlantic and Bantu languageswhich rank lower than 1 in table 4 have
gendersystemsn which one or more of the abovementionedfeatureshas/havebeeneither
weakenedor lost. Forinstancejn 8 of the 23 Bantulanguagesn the sampleb Bafia, Eton,
Northern Sotho,Shona,Swati, Tswana,Venda,Zulu B diminutive and augmentave sufixes
have grammaitcalized from nouns. Of theseeight languagespnly Vendaand, to a lesser
extent,Shonacombinethe useof the diminutive and augmentativesufiixes with the useof
the dedicateddiminutive and augmentativegenders thaare charcteristicof many Atlantic-
Congolanguage$® In theremainingsix languagesthe evaluativegender$iavebeenlost. As a
result,the complexityof the gendersystemsof theselanguagess lower thanwhat found in
othercloselyrelatedanguages.

Two outlierswith respecto the Bantuand Atlantic type of gendersystemarethe Bantu
languagexKinshasalLingala (GCS = 0.22) andBila (GCS= 0.16). My codng for Kinshasa
Lingala,thevarietyof Lingalaspokerin theareaof thecapitalcity of the Demacratic Republic
of Congo,is basedon Bokamba(1977)andMeeuwis (2013).Kinshasda.ingalapreserveshe
systemof nounclassmarkingwhich is typical of Bantulanguagesonly on nouns. Meeuwis
(2013) rightly refersto this set of singular/pluralpairs of nominal prefixes as inflectional
classes: diachronically, they are a relic of the former Bantulike gender system, but,
synchronically,they merely function as markersof nominal number. The Third Person
Pronounsandthe Subject Prefixesindex the animacyof the noun phrasereferent. Basedon
this account,| classify KinshasaLingala as a languagewith two genders(Animate and
Inanimate), semantic gender assignment and two domains of gender indexation
(pronominaland predicative). Comparedto Makanzalingala, the northwesternvariety of
Lingala whose origins go back to the language standardizatiorpolicies operatedby the
Scheutistmissionariesbetween1901 and 1902, and which exhibits a more conservative
gender systenthe gender systenof KinshasalLingala is massivelyreduced.Accordingto
Meeuws (2013:26), Kinshasalingalais the oldestvariety andthe direct descendanof the
Bangalapidgin, which was originally spokenin the Bangalastatepost(on the northwestern
banksof the Congo River) and lateron spreachortheastward? This variety resistedto the

23 Diminutive and augmentativegenders(counted as instances of M2 in my metriaje a distinctive
property of the gender systemsof many Atlanticc Congo languages.For a descriptionand typological
classificationof the morphasyntacticand semanticproperties of the evaluativegendersin Atlantic-Congo
languagesindbeyond seeDi Garbo2014,chapter6.

24 Bangalais, in turn, the descendandf Bobangi.Bobangiwasoriginally a traderiver languagespokenon the
westernpart of the Congo River. Whenthe Europeanstartedusingit asa mediumof communicationBobangi
underwent procesof massivepidginizationwith substantialnfluencesfrom Europearianguagesnd(mainly)
westernAfrican languagesThe Europeanspreadhe useof pidginizedBobangioutsideits original territory and
imposedt asalanguageof communicationn the BangalaStation,whereBangaladevelopedFor moredetailson
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grammatical reform@troduced bythe Scheutistsand soongainedboth native and second
languagespeakers.The pidginizationprocessrom which Lingala originated,as well asthe
highly multilingual ecology in which the Kinshasavariety developedand expanded,can
reasonably explain the patterns of simplification and reduction in the domain of
grammaticalgenderthat differentiatethis variety from other Bantu languagespn the one
hand,andfrom the standardized/ariety introducedby the missionariesn the northwestern
areasof the DemocraticRepublicof Congo(Makanzalingala),onthe other(onthisaccount,
seealsoBokambal977,2009). Similarly to Kinshasa.ingala, Bila has onlytwo genders (the
Animate and thelnanimateGender) semanticassignmentulesandpoor genderindexation.
Differently from Kinshasa Lingala, however, gender indexation in Bila is exclusively
internal to the noun phraseand limited to the domain of adnominal modifiers (Kutsch
Lojenga2003:462). Bila is spokenin the northeastermpart of the DemocraticRepublic of
Congo, which is also the northernmostcorner of the Bantuspeakingarea. The northern
partof the Bantuspeakingareais often describedasa true borderlandbetweenlinguistically
very diversecommunitiesthat have extensivecontactwith eachother. In this area,Bantu
spealers are surroundedoy speakersf Nilo-SahararandUbangilanguage¢KutschLojenga
2003: 451-452). Due to intensemutual contact,both the Bantu and non-Bantu languages
spokenin this areaarecharacterizedby massivdexical borrowingaswell asby grammatical
innovationsthat are not sharedwith the respectivecognatelanguagesutsidethe area.The
reducedgendersystemof Bila and other neighboringBantulanguagess oneof sucharea
specific features.

The Semiticlanguagegrovide anotherinterestingillustration of a setof genealogically
relatedanguagesvith nonhomogeneou&CSs.Thehighestranking GCSswithin the Semitic
samplegoto Maltese( 0.78)andAmbharic(0.67).MoroccanArabic, StandardArabicandTigre
havethe samecomplexityscore0.61. The lowestrankinggendersystemis found in Hebrew
(0.45), whereasLishan Didan scored0.53. Interestingly the highestGCS,0.78,is scoredby
Maltese the Semitic languagehat standsout for its peculiarhistory of long-termcontactand
bilingualismwith English,onthe onehand, and Romandanguages (ltaliaand Sicilian),on
the other. A similarly high GCS goesto Moroccan Arabic, a dialect of Arabic whose
history is alsocharacterize by long-termintensecontactwith BerberlanguagesFrenchand
Spanish(for a casestudy of complexity of verbal inflection in MoroccanArabic and other
varietiesof Arabic, seeKusters2003).Finally, the history of Modern(Israeli) Hebrewis also
intertwined with intricate sociolinguistic dynamics involving processesof creolization,
languageshift and massiveborrowing(see amongothers Doron2015;Zuckermanr2009).

Two additional examplesof outliers are Dahalo, with respectto the other Cushitic
languagesand Kwadi, with respectto the Khoe- Kwadi group. Dahalohasa GCS of 0.28,
and its gendersystemhas beendescribedby Tosco(1991: 20) as dying out as a result of
contactwith neighboringBantu languages.Too little is known aboutKwadi, a now extinct
languageof Angola. Gualdemann (2004) describesits gender system as sexbased and
pronominal,but not muchinformationis given aboutmechanism®f genderassignmenhor
aboutthe use of gendershifts to encodediminutive and augmentativemeanings(which is
well documentedn all the otherKhoe-Kwadilanguagesf thesample).

Finally, the two lowestrankinglanguagesn the complexityrank givenin table 4 arethe
Chadic languagesMwaghavul (GCS = 0.08) and Pero (GCS = 0.12), both of which are
spokenin Nigeria. The two languagesalso qualify as outliers with respectto the other
Chadiclanguagesn the sample.Mwaghavul scores0O with respecto all thefeaturesof the
complexity metric exceptfor CUM, for which the score is 0.5.There aretwo genders in
Mwaghavul(Masculine and-eminine),genderassignmenis semanticandgenderindexation

theoriginsandspreadf LingalaseeBokamba2009);Meeuwis(2013).
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is only pronominal. Finally, there seemsto be no possibility of manipulating gender
assignmenin the languageWith respecto the cumulationparameterMwaghavulshowsat
leastsome patternsof interactionwith numberon the indexing targets. The Third Person
Human Anaphoric Subjectand Object Pronounsencodegenderand numbercurnulatively.

On the other hand,the Third PersonNon-humanPronoun,n!', encodesneither gendernor
numberdistinctions(Frajzyngier& Johnstor2005). A similar type of systems foundin Pero
eventhough,from thedescriptionprovidedby Frgzyngier (1989),it is not entirely clearwhat
type of assignmentrules the languagehas and whether gender assignmentis rigid or

manipulable.The remainingfour Chadiclanguage# thesamplehavehigherGCSs(between
0.62bLele band 0.4® Gidar). The languagenternal and/or socichistorical factors that
might accountfor thisdistributionshouldbefurtherinvestigated.

To summarize, in the languagesof my sample, complexity in the domain of
grammaticalgende tendsto be replicatedacrossgenealogicallyrelatedlanguagesOn the
other hand, multilingualism, (long term and short term) language contact and second
languagdearningmay be seenaspossibledisturbance factors thatintroducevariation (both
in the form of simplification and complexification)in the gendersystemof a languageas
opposedo its closestrelatives(seealsodiscussionin Trudgill 1999; McWhorte 2001). A
systematic account of the effects of sociolinguistic and ecological variables on the
complexity of genderfalls outsidethe scopeof this paper.In section7, | put forward a few
suggestionson how various aspect®f languageecologycouldbeimplementedn the studyof
thegrammaticatomplexityandstability of gender.

6.2 Interdependencies between sets of features: GV and AR, AR and IND

On the basis of the results presentedin tabde 4 an interesting relationship can be
observedetweerthefeaturesGV andAR, andAR andIND.

Strictly semanticsystemsof genderassignmenare only found in 8 of the 84 gendered
languageswithin the sample:Bila (Bantu), Dahalo(Cushitic), Dime (SouthOmoaotic), Dizin
(Dizoid), Kinshasalingala (Bantu), Koorete (Ta-Ne-Omotic), Masai (Eastern Nilotic),
Mwaghavul(Chadic). All theselanguage$avetwo genderdistinctions,andall but Bila and
Kinshasalingala have sexbasedgender. Within my languagesample then, strict semantic
genderassignment isnly foundin languagesvith two or a maximumof threegendervalues.
Moreover,thereseemdo be a preferencdor strictly semantiocgenderassignmenin African
languageso be basedon cognitively basicoppositionssuchas human vs. non-human, male
VS. female, animate VS. inanimate. It would be interesting toinvestigatewhat type of
preferencesxist,if theyexist,in areasof theworld wherestrictly semantiggenderassignment
IS morecommon.

Finally, it is worth mentioningthatthe eightlanguage®f my samplewith strictly semantic
genderassignmenall scorelessthanl with respecto IND: thusin noneof theselanguagess
genderindexationmaximally pervasive.Theseresuls are in line with a suggestiorthatwas
put forward by Audring (2009) with respectto the relationshipbetweenpervasivenessf
indexationandtype of assignmentules. Audring analyzeghe assgnmentrulesof a number
of pronominalgendersystemdsrom differentareasof the world, andconsidersaaspectof the
diachronyof genderin English and Dutch. She showsthat pronominalgendersystemsb
wheremanifestationof genderthroughoutthe discouse are ratherpoor P display a strong
preferencetowards strictly semanticassignmentules. Within my languagesample,only
Mwaghavul (Chadic) has pronominal gender and semantic assignment.However, the
remainingfive languageswith strict semanticassigimentscoreeither1/3 or 2/3 with respect
to IND. In line with theexpectatiorvoicedin Audring (2009,2014),theseresultssuggesthat
when strict semanticgerder assignments foundin nonpronominalgendersystemsgender
indexationis still not maximally pervasive.In other words, semanticassignmenseemsto
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generallytoleratelower amountof formal marking.

6.3 Some features may be stronger predictors okgder complexity than others

As discussedn section2.2, a major issuewheninvestigatinggrammaticalconplexity is
how to quantify the contributionthat the individual featuresof a metric bring to the overall
complexity scae (what Miestamo2006b,2008 refersto as the problem of comparability).
Giventhatit is extremelydifficult to measureherelaive weightof theindividual featuresof a
complexitymetric,aswell asto establishthe numberandtype of featurego beincludedin a
metric, complexity metrics cannot be interpreted as uncontroversial and exhaustive
measurementdyut rather as tools to detectand describetendenciesn the complexity of a
grammaticadomain with respectto a selectionof relevantfeatures(for a similar discussion
in a study of compkxity in nominalpluralallomorgy, seealsoDammel& Kurschner2008).1
would like to suggesthere that one way of indirectly investigatingthe behavior of a
complexity metric is to correlatethe individual featureswith eachother. In orderto do so
with my own metric, | calculatedthe Squared Spaermanrank correlation coeficients
between thendividual featuresof the metric. The results areepresentedn the graphin
figure 3.

Figure3 is organizedasfollows. Theindividual featuresof the metic aredisplayedboth
horizontally and vertically. In this way, correlationscoeficients betweenpairs of features
can be read both row-wise and columnwise. Correlation coeficients are visualized
accordingto a color scale whereby white standsfor no correlation and gray for high
correlation. The gray diagonal aredhat cuts acrosshe two halvesof the figure represents
correlationcoeficients betweenpairs of the samefeatures(that is, CUM with CUM, M2
with M2, etc.). Thesegray boxescorrespondo acorrelationcoeficient thatequalgo 1 since
eachfeatureobviously hasthe highestcorrelationwith its own copy. Theseresultsare thus
not relevantto theanalysis With respecto correlationdbetweerpairsof differentfeaturesthe
figure showsthat the highestcorrelation coeficients are found betweenIND and M1 (=
0.353),GV andIND (= 0.295)andGV andM1 (= 0.261).

M1 - 0.006 0.096 0.125 0.261 0.353

IND - 0.005 0.093 0.001 0.295 0.353

ev- 0.024 0.071 0017 0.295 0.261 2

Feature
°
o

AR - 0 0.002 0.017 0.001 0.12§

M2 - 0.027 0.002 0.071 0.093 0.09€

CUM - 0.027 0 0.024 0.005 0.00€

(Y] M2 AR % IND M1
Feature

Figure3: Correlationcoeficientsbetweerthefeaturef themetric
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The correlationcoeficients betweenIND and M1, and, to a lesserextent,betweenGV and
M1 can be interpretedas follows. In the languagesof my sample, the possibility of

manipulatinggenderassignmento encodevariationin the countability propertiesof nouns
goeshandin handwith the presenceof very pewasive genderindexationor, to a lower

degree,high numberof gendervalues. M1 is not widely distributedacrossthe language
sample.lt is only foundin Bantu (with the exceptionof Bila andKinshasalingala), North-

Central Atlantic,Berber,a subsetof the Semitic languages,and in the EasternNilotic

languageTurkana. In a way then,boththe distributionof M1 andits correlationcoeficients
with IND andGV suggesthat M1 is a very specialpropertyof gendersystemswhich can
only be foundin systemswith a high amountof formal marking(IND) and/ora high number
of genderdistinctions(GV). On the contrary,the resultsshowthat M2, thatis, manipulation
of genderassignmento expressdiminutive and augmentativaneanings has extremelylow

correlaton coeficients with both IND and GV aswell as with all the otherfeaturesof the

metrics.

As mentionedabove, GV and IND exhibit a relatively high correlation coefficient,
0.295. This result supportsAudring0g2014) argumat, wherebya high numberof gender
distinctionsis likely to be found in languageswith pervasiveindexation(seesection3.2).

Moreover, figure 3 showsthat AR has extremelylow correlation codficients with all
the featuresof the metric. Theseresults might dependon the fact that only 8 of the 84
sampled languageshave semantic gender assignment.In other words, nearly all the
languagesof the sample behavesimilarly with respectto this paraneter. It would be
interestingto investigatethe behaviorof this featurein areasof the world where semantic
genderassignmenis more frequentand compareit with the resultsfrom Africa. Finally,
equallylow correlationsarefoundwith the featureCUM.

One questionthat is worth askingis whetherthe correlation coeficients presentedn
figure 3 cantell us anythingaboutwhich of thesefeaturesis the bestpredictorof the GCS
of each languageSince the GCS ithe avelagedsum ofthe valuesthat a languagetakesfor
eachfeaturein the metric, the featuresthat show the highestcorrelationswith eachother
(M1, IND andGV) canbe expectedo be thosewhich also havea strongerimpact on the
final score.This can be verified by examiningthe associationdbetweenthe independent
variables (the featuresin the metric) and the dependentvariable (the GCS) in a purely
descriptiveway, that is, by stratifying our dependentariable,the GCSs,accordingto the
potentialpredicors, theindividual featuresn the metric (Harrell2001:125). Thisis shownin
figure4.
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GV

0 . 44

0.333333333 . 6

0.666666667 . 1
1 -

AR
No . 8

Yes . 74
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IND

0 o 5

0.333333333 . 13

0.666666667 . 33
1 .

CUM
0

0.5 o 15
1 N 67

M1

No » 45

Yes . 35
Missing . 4

M2

No . 20

Yes . 48
Missing . 16

Overall

0.2 0.4 0.6 0.8

Average
N=84

Figured: GCSs(Average)stratifiedaccordingo featurevalues

Figure 4 is organizedasfollows. The GCSsaredisplayedon the X-axis. The left Y-axis
representghe values assignedto eachfeaturein the metric; the right Y-axis shows the
numberof languagesn the samplewhere eachof the featurevaluesis found. The black
dotsrepresenthe meanof the GCSsthat languageslisplayinga certainfeaturevalue have.
For instance,jt showsthat languageghat scorel4 (0.3333333333ith respecto GV havea
GCSwhich, on averagerangesbetwesn 0.6 and 0.8. The black dots thus allow us to see
which of the featuresand featurevaluescan trigger the highestGCSsin the languagef
the sample.As hypothesizedasedon the correlationcoeficients shownin figure 3, in the
languagesof my sample,the highestscoresin GV, IND and M1, trigger higher GCSs.
With respectto GV, the figure showsthat the impact of the different feature valueson the
GCSsgrowsfrom 0 to 1/3, drasticallydropsat 2/3 andgrowsagainat 1. Thisis likely to bean
effect of the fact that only one languagewithin my sample has four genderdistinctions,
JuOhoarKxa). JyOhoahasa GCSof 0.36,whichis oneof thelowestscoresn my language
sample.

To summarize,even though the quantitatie analysis applied to the data does not
provide a solutionto the problemof comparability,it providesvalid tools for describingthe
behaviorof the complexity metric with respectto the dataset invedigated in this paper.
Providedthat my metricis a good measurdor (atleastsomeaspectf) gendercomplexity,
the resultssuggesthat GV, IND and M1 arethe featuresvhich correlatemorestronglywith
eachotherandwhich seemto havethe strongesimpacton thefinal complexityscoresof the
language®f thesample.

7. Summary and concluding remarks

The aim of this paper was to contribute to the debateon the empirical study of
grammaticalcomplexity by proposinga set of theoretical principles and methodological
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tools that can be used to investigate the complexity of grammatical domains in a
typological perspective The study focusedon one grammaticaldomain,genderwhich was
chosenin virtue of its well known associatiorwith mormphosyntacticcomplexity (inflection
andindexation) diachronicstabiity andarealpersistence.

With respectto theoretical assumptions, linguistic complexity was here corceivedof in
terms ofnumber of parts/descriptidangth ofa givensystem.It was arguedthattypological
complexity metricsshouldfocus on individual grammaticaldomainsandthatthe complexity
of agivendomainshouldbeevaluatedigainstthreeprinciples:the Principleof OneMeanind®
OneForm,thePrincipleof Fewer Distinctions,andthePrincipleof Independence.

With respect tonethodology, the studyfollowed a sampling procedure thatploits areal
and genealogical biases with the purpose of investigating if, and to which extent,
typologicaldistributionsconcerningthe complexity of gendersystemsaregenealogicallyand
areally entrenchedFinally, the study providedan empirical illustration of how complexity
metricsmay be designedandimplementedquantitatively.This wasdoneby expandingon the
dimensionsf gendercomplexty suggestedy Audring (2014) and convertingthem into a
set of featureswith measurablealues.Complexityscoresfor eachof the samplelanguages
werethen calculatedbnthebasisof amethodintroducedoy Parkvall(2008).

In section7.1and7.2,| evaluatehe maincontributionsof theinvestigatiorwith respecto:
(a) the complexitymetric proposedand(b) the resultsobtainedin the study.

7.1 Evaluation of the complexity metric

Themetricdesignedor this studyconsistedf six featuresandassessethe conmplexity of
grammaticabendebasednthefollowing parametersnumberof genderdistinctions,gender
assignmentpatternsof indexaton, interactionswith two other nominal domains® number
and evaluative morphology b as reflected via genderassignmen{manipulationof gender
assignmentland type of exponenceof genderon the indexationtargets(cumulationwith
number).Thesix features arenot to be understoodas an exhaustivanventory of complexity
parametersfor gender, but as a first attemptto translatea set of crosslinguistically
documentedproperties of gendersystemsinto indexesof complexity. Here | make some
suggestionabaut howthemetriccouldbefurtherimproved.

First of all, the metric proposedn this studydoesnot include gendermarkingon nouns
(e.g.,presencers. absencef overtgendertype of exponencef genderon nouns)asone of
the dimensiondor assessinghe complexity of a gendersystem.This choicewas motivated
by the ideathat, in orderto investigatethe complexity of genderponeshouldfirst look at the
domainof encodingthatis mostdefinitional of this morphosyntactideature,i.e., indexation
(thereis no genderif thereis no indexation).Neverthelessynderstandindnow overtgender
marking on nounsaffectsthe overall complexity of a gendersystemis a promisingareato
explorein further studiesof the complexityof gender.One suggestiorthatis put forward by
Audring (2016 is that, basedon the Principle of OneMeaning@OneForm (or Principle of
Transparencyn her own terminology),covertgender systems ammore complexthanovert
gendersystemsbecausen covert gendersystems,nouns fail to mark a morphosyntactic
featurethattheyinherentlycarry.

Second, further researchis particularly neededto improve the analysis of gender
indexationpatterns.In my metric, the amountof genderindexationper each of the sample
languagess establishedy countingthe morphosyntacticdlomainsin which gendemarking
occursin a language.As explainedin section4.3, footnote 21, this is done by identifying
the word classesthat carry gender inflection andby ascribingthemto one of five possible
codingsfor indexationdomains(articles,otheradnominalmodifiers, predicativeexpressions,
pronouns and othes). ThusfeatureIND providesa rough count of how pervasivegender
indexation is in a language,but does not allow us to immediately verify whether, for
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instance, Oone indexing domainO means Oonly pronominal® or Oonly adnominal
modificationO, ohow many word classesinflect for genderwithin eachof the relevant
domains(e.g., within the pronominaldomain,only personapronounsor personalronouns
anddemorstrative pronouns). Moreover,genderindexesare identified on the basisof a set
of distinguishablefunctions (e.g, modification in the caseof adjectives,predicationin the
case of verbs etc.). Two functionally different indexes (e.g., definite articles and
demonstrativepronouns/modifiers) cahavethe same formafealizationin one language.
However themetricdoesnotaccountfor theimplicationsof thesepatternsof identity of forms
on the complexity of individual gendersystems.On a more generallevel, accountingfor the
difference betweengendersystemsin which the genderindexing targets have the same
formal realizationandthosein which indexingtargetsareformally distinct might be crucial,
for instance,when investigatingthe relationshipbetweencomplexity and difficulty in the
domainof grammaticalgender.This line of researcHalls, however,outsidethe scopeof the
presentinvestigation.In addition, themetric doesnot directly accountfor the frequencyof
gendemarkingin discourseanissuethatwould be alsoworth exploring whenexaminingthe
relationshipbetweercomplexityanddifficulty.

Finally, eventhoughthe metricallowsfor exploringinteractiondbetweengenderandother
nomnal features,the inventory of possibleinteractionsis far from exhaustive,mainly
becauseestrictedto only two domaingnumberandevaluativemorphology).Further research
is neededon each of theseissues,whose relevancehas also beenrecentlydiscussedy
Audring (2016.

7.2 Evaluation of the results and prospects for future research

The gendersystemsof the African languagessampledfor this study are geneally
associateavith high degreesof complexity (seesection5). In addition, the resultsshowthat
the complexity of grammaticalgenderis likely to be replicatedacrosggenealogicallyelated
languageslf theseresuts are interpretedin termsof stability, one could speculatethat, at
leastin this areaof the world, not only are noncomplexgendersystemsnfrequent,but that
they alsorepresentiachronically unstablestagesin the history of languages.However,as
discussedn section6.1, someoutlierswere found in almostall the genealogicabroupings
representedn the sample.In manysuchcasesthe outlier languagegendto standout from
closelyrelatedanguage®ecausef rather distinctivesocichistoricalfactors: (1) highdegree
of multilingualism/nonnativeacquisition(e.g., KinshasaLingala and Modern Hebrew), (2)
intense longerm contact andbi- or multilingualism with languageslacking genderor
displaying different types of gendersystems(e.g., Bila, Dahalo, Maltese). Theseresults
suggestthat a grammaticalfeature like gender,which appearsto be rather stable when
looking at genealogicaland areal distributions at the macralevel, in fact exhibits striking
patternsof variationwhenfamily-internal comparisons arearriedout atthe micro-level. In
this sensethe studyshowsthat investigatinghow related languageddiffer in complexity
with respecto specific domainsof grammarcanbe a promisingway to explorethe stability
of thesedomains.

Theresultsof the studyalsopoint to the necessityof integratinglanguageecology?” in the
typological study of the complexity of grammaticaldomains.Only by implementingsocic
historicalfactorsasvariablesof our complexty metricscan we explorethe extentto which
these factors contribute to grammatical complexfication and/or simplification
crosslinguistically. I would like to argue here that integrating languageecology in the
crosslinguisticstudy of linguistic compleity is centralto the developmenof sociolinguistic

25 Haugen(1972: 325) defineslanguageecologyas the Othestudy of interactionsbetweenany given language
andits environment.O
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typology (Trudgill 2011)takenboth asa methodandatheoryof researclon linguistic diversity
(for a similar approachto the study of the social determinantsof linguistic complexity see
also Lupyan& Dale 2010 and their Linguistic Niche Hypothesis, wherebythe distribution
of linguistic complexity is conceivedof as due, at leastin part, to the different social
environmentsin which languagesare learnedand used). By implementingmethodsthat
systematicallyassesghe intersectionsbetweenecological profiles and the complexity of

grammaticaldomans, an ecologyinformed approachto the typological study of linguistic

complexity may also contributeto reducing,and ultimately overcoming,the gap between
relative andabsolute approacheéseesection2.1).

In conclusion,the metric and the methodologyproposedin this study are, in many
respectspnly a preliminary andfar from exhaustiveattemptat assessinghe complexity of
grammaticalgenderwithin and acrosslanguagesNeverthelesd hopeto have shownthat
this attempt is not just a sterile exercisein determininghow OrichGanguagesan be with
respectto a specific domain of grammar, but rathera promisingtool for exploring the
distribution of linguistic diversity and understandinghe internal and externaldynamcs that
constraintheraiseandspreadof this diversity.
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Appendix

A. The Language Sample

Languagsare listed alphabetically.The languagenamesarefollowed by the ISO codesand
thenamef thegenealogicalinitsthat eachlanguages assignedo in Glottolog (Nordhoff et
al. 2013),asof September2015.

Language ISO Genealogical Unit

Ambharic amh  Afro-Asiatic,Semitic

Awngi awn  Afro-Asiatic,Cushitic

Bandial bqj Atlantic-Congo North-CentralAtlantic

Bafia ksf Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Baiso bsw  Afro-Asiatic,Cushitic

Beja bej Afro-Asiatic,Cushitic

Bemba bem Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Bench bcq TaNe-Omotic

Bila bip Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
BoranaArsi-Guji Oromo gax  Afro-Asiatic,Cushitic

Bidyogo bjg Atlantic-Congo North-CentralAtlantic

Chiga cgg Atlantic-Congo,VoltaCongo,BenueCongo Bantoid,Bantu
Daasanach dsh  Afro-Asiatic,Cushitic

Dahalo dal Afro-Asiatic,Cushitic

Dibole bvx  Atlantic-Congo,Volta-Congo,BenueCongo,Bartoid, Bantu
Dime dim  SouthOmotic

Dirasha gdl Afro-Asiatic,Cushitic

Dizin mdx  Dizoid

Eton eto Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Gidar gid Chadic

Gola gol Atlantic-CongoMel

Hadza hts Isolate

Hausa hau Chadic

Hebrew heb  Afro-Asiatic, Semitic

Iraqw irk Afro-Asiatic,Cushitic

Jubhoan kiz  Kxa

Kabyle kab  Afro-Asiatic,Berber

Kagulu kKki Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Kambaata ktb Afro-Asiatic,Cushitic

Karamojong kdj Nilotic, Eastermilotic

Kikuyu kik Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Kissi kss  Atlantic-CongoMel

Koorete kqy  TaNe-Omotic

Kwadi kwz  KhoeKwadi

Kxoe xuu  Khoe-Kwadi

Lega lea Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Lingala(Kinshasa) lin Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Lele lIn Chadic

Lishan Didan trg Afro-Asiatic, Semitic

Masai mas Nilotic, EasterrNilotic

Maasinag-ulfulde ffm Atlantic-CongoNorth-CentralAtlantic

Makaa mcp  Atlantic-Congo,Volta-Congo,Benue Congo,Bantoid,Bantu
Male mdy TaNe-Omotic

Maltese mit Afro-Asiatic,Semitic

Miya mkf  Afro-Asiatic,Chadic

Mongo-Nkundu lol Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
MoroccanArabic ary  Afro-Asiatic,Semitic

Mwaghavul sur  Afro-Asiatic,Chadic

Nafusi jbn Afro-Asiatic,Berber
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Nama

Naro
Ndengereko
Noon
NorthernSotho
Nyanja

Pero

Qimant
Rendille
Sandawe
SEIEE(spelledSelee in Glottolog)
Serer

Shona

Somali
Standardirabic
Swati

Swahili
Tachawit
TamashedgKidal)
Tamazigh{CentralAtlas)
Tigre

Timne

Tonga

Tsamai
Tswana

Tunen

Turkana

Venda

Wamey
Wolaytta

Wolof (Nuclear)
Zenaga

Zulu

"Ani

Xoon
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naq
nhr
ndg
snf
nso
nya
pip
ahg
rel
sad
snw
srr
sha
som
arb
SSW
swh
shy
taq
tzm
tig
tem
toi
tsb
tsn
baz
tuv
ven
cou
wal
wol
zen
zul
hnh
nmn

Exploring Grammatical Complexity

Khoe-Kwadi

Khoe-Kwadi
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Atlantic-Congo North-CentralAtlantic
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Afro-Asiatic,Chadic

Afro-Asiatic,Cushitic

Afro-Asiatic,Cushitic

Isolate

Atlantic-Congo,Volta-Congo Kwa

Atlantic-Congo North-CentralAtlantic
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Afro-Asiatic,Cushitic

Afro-Asiatic,Semitic
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Afro-Asiatic,Berber

Afro-Asiatic,Berber

Afro-Asiatic,Berber

Afro-Asiatic,Semitic

Atlantic-CongoMel
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Afro-Asiatic,Cushitic
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Nilotic, EasterrNilotic
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Atlantic-Congo North-CentralAtlantic

Ta-Ne-Omotic

Atlantic-Congo North-CentralAtlantic
Afro-Asiatic,Berber
Atlantic-Congo,Volta-Congo,BenueCongo,Bantoid,Bantu
Khoe-Kwadi

Tuu
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B. Complexity scoresfor the individual featuresin the metric

Table6 shows how each of the sampled languagpesed with respect to the faeesof the
complexity metric. Unlike in table4, wherethe GCSsareroundedup to numbers with two
decimal places, unrounded figures previded in tablés. The data are ordered alphabetically
based on the ISO codes of the sampled languages. SeB tabthe correspondent language
names.

Table 6: Complexity scores

ISO GV AR IND CuM M1 M2 GCS

ahg 0 1 2/3 1 0 0.533333333
amh 0 1 1 1 0 1 0.666666667
arb 0 1 2/3 1 1 0 0.611111111
ary 0 1 2/3 1 1 0 0.611111111
awn 0 1 2/3 1 0 1 0.611111111
baz 1 1 2/3 1 1 1 0.944444445
bcq 1/3 1 2/3 1 0 1 0.75

bej 0 1 1 0 0 1 0.5

bem 1 1 1 1 1 1

big 1 1 1 1 1 1 1

bip 0 0 0 1 0 0 0.166666667
bqj 1 1 1 1 1 1 1

bsw 0 1 1 1/2 0 0 0.416666667
bvx 1 1 1 1 1 0 0.833333333
cgg 1 1 1 1 1 1 1

cou 1 1 1 0 1 1 0.833333333
dal 0 0 2/3 1 0 0 0.277777778
dim 0 0 1/3 1 0 1 0.388888889
dsh 0 1 1/3 1/2 0 1 0.472222222
eto 1 1 1 1 1 0 0.833333333
ffm 1 1 1 1 1 1 1

gax 0 1 2/3 1 0 0.533333333
gid 0 1 2/3 1 0 0 0.444444445
gdl 0 1 1/3 1 0 0.466666667
gol 1 1 1/3 1 0 0.666666667
hau 0 1 1 1 0 1 0.666666667
heb 0 1 2/3 1 0 0 0.444444445
hnh 1/3 1 1/3 1 0 0.533333333
hts 0 1 2/3 1 0 1 0.611111111
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Table 6: (continued)

ISO GV AR IND CUuM M1 M2 GCS

irk 1 2/3 1/2 0 0.433333333
jbn 1 2/3 1/2 1 1 0.694444445
kab 0 1 2/3 1/2 1 1 0.694444445
kdj 1/3 1 1 1 0 1 0.722222222
kik 1 1 1 1 1 1 1

kki 1 1 1 1 1 1 1

kay 0 0 2/3 1/2 0 1 0.25

ksf 1 1 1 1 1 0 0.833333333
kss 1 1 1/3 1 0 0.75

ktb 0 1 2/3 1/2 0 0 0.361111111
ktz 2/3 1 0 1/2 0 0 0.361111111
kwz 0 0 1 0 0.25

lea 1 1 1 1 1 1 1

lin 0 0 1/3 1 0 0 0.222222222
lIn 0 1 1/3 1 0 0.466666667
lol 1 1 1 1 1 1 1

mas 0 0 1 1 0 1 0.5

mcp 1 1 1 1 1 1 1

mdx 0 0 2/3 1 0 1 0.444444445
mdy 0 1 1/3 1 0 1 0.555555556
mKkf 0 1 1 1 0 0.6

mit 0 1 2/3 1 1 1 0.777777778
naq 1/3 1 1/3 1 0 1 0.611111111
nhr 1/3 1 1/3 1 0 1 0.611111111
ndg 1 1 1 1 1 1 1

nmn 1 1 1 1 1

nso 1 1 1 1 1 0 0.833333333
nya 1 1 2/3 1 1 1 0.944444445
pip 0 0 1/2 0 0.125

rel 0 1 2/3 1 0 0.53333333
sad 0 1 2/3 1 0 1 0.611111111
shy 0 1 2/3 1/2 1 1 0.694444445
sna 1 1 1 1 1 1 1

snf 1 1 2/3 1 0 1 0.777777778
snw 1 1 2/3 1 0 1 0.777777778
som 0 1 1 1/2 0 0.5
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Table 6: (continued)

ISO GV AR IND CUuM M1 M2 GCS

sIr 1 1 1 1 1 1

SSW 1 1 1 1 1 0 0.833333333
sur 0 0 0 1/2 0 0 0.083333333
swa 1 1 1 1 1 1 1

taq 0 1 2/3 1/2 1 1 0.694444445
tem 1 1 1 1 1

tig 0 1 2/3 1 0 1 0.611111111
toi 1 1 1 1 1 1 1

trg 0 1 2/3 1 0 0.533333333
tsb 0 1 2/3 1 0 0 0.444444445
tsn 1 1 2/3 1 1 0 0.777777778
tuv 1/3 1 2/3 1 1 1 0.833333333
tzm 0 1 2/3 1/2 1 1 0.694444445
ven 1 1 1 1 1 1 1

wal 0 1 1/3 1 0 1 0.555555556
wol 1 1 2/3 1 0 1 0.777777778
Xuu 0 1 1/3 1 0 0.466666667
zen 0 1 2/3 1/2 1 1 0.694444445
zul 1 1 1 1 1 0 0.833333333

81

Linguistic Discovery 14.1:46-85



84 Explaining Grammatical Complexity

C. GCSs per genealogicalnits

In the following, GCSs are visualized on the badigenealogical units. The gealogical units

that ae represented by one language only are not included in the appendix. These are: Dizoid
(represented by Diyi Hadza (isolate), Kxa (rementedby Ju|Ohoankwa (representedy
SEIEE),Sandawéisolate) SouthOmotic (represented by Diméluu (represergd by Xo0). The

GCSs of these languages are given in téble

Table 7: Bantu Table 9: Chadic

ISO Language GCS ISO Language GCS
baz Tunen 0.944444445  gid Gidar 0.45
bem Bemba 1 hau Hausa 0.666666667
bip Bila 0.1666®667 lIn  Lele 0.466666666
bvx Dibole 0.777777778 mfk Miya 0.6
cgg Chiga 1 pip Pero 0.125
eto Eton 0.833333333  sur Mwaghuvul 0.083333333
kik Gikuyu 1
kki Kagalu 1 Table 10: Cushitic
ksf Bafia 0.777777778 1SO Language GCS
lea Lega 1 ahg Qimart 0.53333333¢
lin Lingala (Kinshasa 0.222222222 awn Awngi 0.61111111:
lol  MongoNkunda 1 bej Beja 0.5
mcp Makaa 1 bsw Baiso 0.41666666°
ndg Ndengereko 1 dal Dahalo 0.27777777¢
nso Sotho, Northern 0.833333333  dsh Daasanach 0.47222222:
nya Chicheva 0.944444445  gax BoranaArsi-Guji Oromo0.53333333!
sna Shona 1 gdl Dirasha 0.46666666¢
ssw Swati 0.833333333 irk Iraqw 0.43333333¢
swh Swabhili 1 ktb Kambaata 0.36111111:
toi Tonga 1 rel Rendille 0.53333333¢
tsn  Tswana 0.777777778  som Somali 0.5
ven Venda 1 tsb Tsamai 0.44444444!
zul Zulu 0.833333333
Table 11: Eastern Nilotic

Table 8: Berber ISO Language GCS
ISO Language GCS kdj Karamojong 0.72222222:
jobn  Nafusi 0.69444444! mas Masaai 0.5
kab Kabyle 0.69444444% tuv Turkana 0.83333333:
shy Tachawit 0.69444444:
taq Tamasheq 0.69444444:
tzm Tamazight 0.69444444:
zen Zenaga 0.69444444"
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Table 12: KhoeKwadi Table 15: Mel
ISO Language GCS ISO Language GCS
hnh "Ani 0.5333333332 gol Gola 0.61111111
naq Nama 0.611111111 tem Timne 1
nhr Naro 0.611111111 kss  Kissi 0.75
Xuu Khwe 0.46666666€
kwz Kwadi 0.25 Table 16: TaNe-Omotic

Table 13: NorthCentral Atlantic

ISO Language GCS
bcqg Bench 0.611111111
kqy Koorete 0.25
mdy Male 0.555555555
wal  Wolaytta 0.555555555

ISO Language GCS

bjg Bydjogo 1

bqj Bandial 1

cou Wamey 0.833333332

ffm Fulfulde 1

snf Noon 0.77777777E

srr SererSine (Serer) 1

wol Wolof 0.77777777¢€
Table 14: Semitic

ISO Language GCS

amh Ambharic 0.666666667

arb Standard Arabic  0.611111112

ary Moroccan Arabic 0.611111112

heb Modern Hebrew  0.44444444%

mit Maltese 0.77777777E

tig TigrZ 0.611111112

trg Lishfn Didfn 0.533333334
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